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Abstract: Outlier detection problems have drawn much attention in recent times for their 

variety of applications.  An outlier is a data point that is different from the rest of the data 

and can be detected based on some measure. In recent years, Artificial Neural Networks 

(ANN) have been used extensively for finding outliers more efficiently. This method is highly 

competitive with other methods currently in use such as similarity searches, density-based 

approaches, clustering, distance-based approaches, linear methods, etc.  In this paper, we 

have proposed an extended representation learning based neural network. This model 

follows a symmetric structure like an autoencoder where the dimensions of the data are 

initially increased from their original dimensions and then reduced. Root mean square error 

is used to compute the outlier score. Reconstructed error is calculated and analyzed to detect 

the possible outliers. The experimental findings are documented by applying it to two distinct 

datasets. The performance of the proposed model is compared to several state-of-art 

approaches such as Rand Net, Hawkins, LOF, HiCS, and Spectral. Numerical results show 

that the proposed method outperforms all of these methods in terms of 5 validation scores, 

Accuracy (AC), Precision (P), Recall, F1 Score, AUC score. 

 

Keywords: Auto Encoder Model, Machine Learning, Neural Networks, Outlier Detection. 

 

1. INTRODUCTION 

 

In recent times, outlier detection or anomaly detection [32] [1] [23] problems have drawn much 

attention for their variety of applications [3]. An outlier is a data point that differs significantly 

from the rest of the data. It deviates so much from other observations that it arouses suspicions 

as if it may have been generated by a different mechanism [2]. Outliers have a major impact on 

both statistical analysis and machine learning models. 

 

Although outliers are often considered as errors or noise, they may carry important information. 

So, outliers should be treated carefully. A data point may have many features and to detect an 
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outlier effectively, finding the appropriate combination of features that will enable the 

algorithm to produce the greatest results in terms of accuracy and computational efficiency is a 

significant issue. Therefore, an obvious answer to this issue is provided by neural network 

learning methods. Machine learning algorithms [20] specially Neural network models have 

emerged as a powerful tool for outlier detection, as they can learn to encode and decode complex 

data distributions and identify anomalies that deviate significantly from the learned distribution. 

We present our two-part extended representation learning based neural network, the encoder 

network and the decoder network. An encoder network converts the input data to a lower-

dimensional representation and a decoder network converts the lower-dimensional 

representation back to the original input space for outlier detection. To find outliers in the data, 

the difference between the input and the reconstructed output is utilized as a measure of the 

reconstruction error. We designed our extended learning neural network model, which encodes 

and decodes the data and computes the reconstruction error. The architecture of the neural 

network model should be chosen based on the specific problem and data at hand and should be 

tuned carefully to avoid overfitting and ensure optimal performance. The advantage of using a 

neural network model is that it can often improve the accuracy and robustness of the 

predictions, capture different aspects of the data, and reduce the risk of overfitting. However, a 

neural network model could cost more to compute and might need additional hyper parameter 

tuning. 

 

2. RELATED WORK 

 

In the community of data mining, there has been extensive research on the issue of outlier 

analysis. Many real life situations can be formulated and solved as anomaly detection problem 

[7], [9], [10]. If we train a machine learning algorithm for other data mining tasks such as 

clustering or classification where the data contains outliers, then the model can be distracted 

by the outliers which may lead to higher classification error. So, analyzing data and looking 

for outliers beforehand is very important for such data mining techniques as well. Reducing 

dimension of data using dimension reduction techniques [26] [27] [36] also may be helpful for 

better performance. In recent years, a variety of techniques for outlier detection have been 

presented in [4][5][6] [12][14][18][19][28][30][33] . Several techniques, such as the distance-

based method [11, 34], the density-based method [22], the linear method, and spectral methods, 

have been proposed by the researchers. Using feed- forward multilayer neural networks, 

replicator neural networks (RNNs) have been proposed in [15] [24]. The Boosting-Based 

Autoencoder Ensemble technique (BAE) is another option [16]. Additionally, a Rand Net neural 

network model has been suggested by the author in [17]. For anomaly identification, there is also 

a robust deep autoencoder [8]. The Rand Net model [17] suggests an autoencoder ensemble 

model that incorporates an adaptive sampling technique. Hawkins [24] searches vast 

multivariate collections for outliers using a replicator neural network (RNN). They essentially 

employ a feed-forward multilayer perceptron. LOF [19] stands for Local Outlier Factor. They 

put forward a strategy for identifying outliers in a multidimensional dataset. In essence, each 

object’s confined neighborhood is connected to density-based clusters. HiCS (High Contrast 

Subspaces) [13] suggests a first measure for the contrast of subspaces, a unique subspace search 

technique that chooses high contrast subspaces for density-based outlier rating. Spectral [29] 
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suggests the LODES approach, which finds outliers by combining local density-based methods 

and spectral techniques. Finding the best features of the data is a crucial issue for any outlier 

identification technique. In this work, we have proposed a neural network-based model that 

finds the ideal set of features that will enable the algorithm to produce the greatest results in 

terms of accuracy and computing efficiency. 

 

Motivation of this Research 

While some neural network models are effective in reducing the dimension of the data, there is 

indeed a trade-off, and some information loss can occur. The encoder’s task is to capture the 

most important features or patterns in the input data and represent them in a reduced-

dimensional space. Nevertheless, there’s always a chance that certain details and features from 

the original material will be lost due to compression. We have conducted experiments using 

various neural network model architectures. Analyzing the results of these methods, we have 

observed that, if we initially reduce the dimension of the actual data set, there is a chance to 

lose some information here. Taking this into consideration we have initiated to develop a model 

that expands feature space by initially increasing the dimension of the data set. This approach 

captures additional information before the final compression for dimensionality reduction 

occurs in the encoder section to train the model. After that, we symmetrically generate the 

decoder section. Our goal is to capture more information or create a richer feature space. 

 

Contribution of this Research 

The contribution of this work can be summarized as follows: 

1. We have proposed an extended representation learning based neural network (ERLNN) 

model. 

2. Outlier score is calculated to detect the outliers. In calculating the outlier score, Root Mean 

Square Error (RMSE) is proposed instead of using mean square error as it helps to find the 

large outlier score which corresponds to outliers or anomalies present in the data 

3. By examining the training data and performing a more effective error analysis, we have 

addressed a dynamic threshold for identifying the outliers. 

4. The proposed model is applied to several datasets collected from UCI repository. In this 

paper, we have documented the experimental findings of two datasets. 

5. The performance of the proposed model is compared to several state-of-art approaches such 

as Rand Net, Hawkins, LOF, HiCS, and Spectral. 

6. The results are summarized in terms of 5 validation scores, Accuracy (AC), Precision (P), 

Recall, F1 Score, AUC score. 

 

Paper Organization 

The rest of the article is organized as follows. 

In the next section, we have introduced our proposed model. Short description of the data which 

are collected from the (UCI) repository [31] and the data preprocessing s is provided in the next 

section. In section 5, experimental results and comparisons between the algorithms are 

demonstrated and discussed. Finally, the paper is concluded in Section 5. 
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3. MATERIALS AND METHODS 
 

Autoencoder models can be used to detect outliers in a dataset by first training the autoencoder 

on a set of normal, non-outlier data points, and then using the trained model in order to recreate 

the test data. The reconstruction error, or the difference between the input data and its 

reconstructed output, can then be used as a measurement of how accurately the autoencoder can 

depict the input data. Data points that have a high reconstruction error are likely to be outliers 

since they do not fit well with the learned representation of the normal data as shown in Fig. 1. 

Thus, a threshold can be set on the reconstruction error, and data points with a reconstruction 

error above this threshold can be flagged as potential outliers. The methodology of a model for 

outlier detection is given in Fig. 1. 

 

 
Figure 1. Methodology Flowchart 

 

2.1 Proposed Model  

Model Architecture 

We represent an auto encoder-type model in which we initially increased the dimension and 

then reduced it. It is noted here that our input layer contains exactly the same number of nodes 

as the dimension of the data set. As our goal is to reconstruct the data, our output layer has the 

same number of nodes. The basic structure of our model is shown in Fig. 2 

 

Mathematical Formulation 

Suppose a dataset with m data points, where 𝑋 = {𝑋𝑖}𝑖=1
𝑚 the input data is. Let 𝑌 = {𝑌𝑖}𝑖=1

𝑚  be 

the reconstructed data or output data, 𝑛is the number of features that means each𝑋 ∈ ℝ𝑛.  

Then, for the forward pass, we use the equation 𝑍 = 𝑓(𝐸(𝑋)),  where 𝐸 is the encoder function, 

𝑓 is the activation function, and 𝑍 is the latent representation. The data is reconstructed by the 

decoder: 𝑌 = 𝑔(𝐷(𝑍)),   where 𝐷 is the decoder function, 𝑔 is the activation function, and 𝑍 

is the latent representation. 

 

 
Figure 2. Structure of the proposed Model (here p > n, p > q > r and r < n) 
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For reconstruction error, we use the MSE function 

𝑒 = 𝐿(𝑋, 𝑌) =
1

𝑚
∗ ∑ ||𝑋𝑖 − 𝑌𝑖||

2𝑚
𝑖=1 =

1

𝑚
∗ ∑ 𝑒𝑖

2𝑚
𝑖=1  ………………………… (1) 

 

Where 𝑒𝑖 is the reconstruction error relative to 𝑋𝑖, 𝑚 is the number of data points in the data 

set. Backpropagation is used in the backward pass to calculate the gradients of the loss function 

with respect to the model parameters. For developing our model, we use Adam optimizer as 

Adam uses adaptive learning rates for each parameter, adjusting them during training. This 

adaptability allows it to handle different features and gradients individually. We compute the 

mean square error (mse) loss defined in Eq. (1) for the loss function calculation, and we ensure 

that our loss decreases at each epoch. For optimization, backpropagation allows the network to 

adjust its internal parameters (weights and biases) based on the difference between its 

predictions and the actual outcomes in the training data. 

For the activation functions, we choose the Rectified Linear (ReLu) units 𝑅(𝑥) = max (0, 𝑥) 

(Fig. 3(a)) and the Sigmoid function 𝛿(𝑥) =
1

1+𝑒−𝑥 (Fig. 3(b). 

 

 
(a) ReLU Activation Function              (b) Sigmoid Activation Function 

Figure 3. Activation Function 

 

We have used different activation functions in different layers to balance their advantages and 

disadvantages. It is observed in related studies and practice that the combination of activation 

functions gives better performance than a fixed choice. To avoid the vanishing gradient 

problem caused by the sigmoid function and its expensive computational complexity, we have 

used ReLU in most of the layers. However, recent research says, the ReLU unit suffers from a 

dying ReLU problem which causes the inactivation of some neurons at some point of the training 

process. This happens because during training sometimes a large gradient trigger a weight 

update through a ReLU neuron. As a result, the network may continue to give the same output 

over iterations. To overcome this situation, we have used sigmoid function at the end of the 

network. We use the sigmoid function at the end of the network and the ReLU activation 

function in the middle of the layers in the network [17]. The structure of the proposed network 

is given in Fig. 4. 

Our ERLNN model is trained only with normal data sets in order to identify patterns in the data 

set. An outlier score is determined for each data point by taking the root mean square error of 

the original data and the predicted data as the reconstructed error. Using the trained model, the 
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testing data set, which contains the outlier, is reconstructed and predicted. The outlier score is 

calculated as follows: 

          Outlierscore, 𝑂𝑖 =  √
1

𝑛
∑ (𝑋𝑖𝑗 − 𝑌𝑖𝑗)

2𝑛
𝑗=1 ……………………………….……………..(2) 

Here: 

  𝑛 is the number of features in a data point. 

  𝑋𝑖 ∈ ℝ𝑛 is the actual or true value for the i-th data point. 

  𝑌𝑖 ∈ ℝ𝑛  is the predicted value for the i-th data point 

 

Figure 4. Structure of proposed network 

 

Effective Threshold Selection 

The outlier threshold is chosen during the model’s training process using the outlier score of the 

training data obtained by Eq. (2). We calculate the median and the Inter-Quartile Range (IQR) 

from the outlier scores and use the following formula to determine the threshold. 

                                    

                                  Threshold = Median + 1.5 * IQR ………….. 

…………………………………………. (3) 

                              𝐼𝑄𝑅 =  𝑄3  −
𝑄1………………………………….……………….………….……..(4) 

𝑄1is the outlier score of data point at the position 
𝑚+1

4
  and 𝑄3 is the that of at the position 

3(𝑚+1)

4
 where m is the number of data points in the dataset. For testing data, if the outlier score 

is higher than the threshold then it is treated as an outlier.    

 

Numerical Experiment 

Dataset Description 

It is common practice to evaluate the feasibility of outlier detection methods using classification-

oriented data. In this paper, we use two data sets: one is the E. coli data set, and the other is the 

cardiotocography (CTG) data set collected from the UCI Machine Learning Repository [31]. 

These datasets are designed for the classification problem, E. coli dataset contains 8 classes and 

they are cp, im, imS, imU, imL, Om, omL and pp. For our work, we used classes omL, imL and 

ImS as outliers and the rest were included as normals. On the other hand, the CTG data set can 
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be categorized according to morphologic pattern (A, B, C, etc.) or fetal condition (N=normal, 

S=suspicious, P=pathologic). In this work, the suspicious group was eliminated. The pathologic 

class was designated as the outliers, and the normal class as the inliers. 

 

Data Set Preprocessing 

Data preprocessing is a prerequisite for conducting the tests. So, before we go to examine the 

results by fitting training data to the proposed model, we split the data set as follows: 

 

Figure 5. Data set split for Outlier Detection 

 

Table 1. Train-validation-test Split of the Ecoli Data Set 

 

Table 2. Train-validation-test Split of the CTG data set 

 

We split the normal E.coli data and take 80% for training and from the rest of 20% we take 

50% for validation and the rest of the 50% for testing. Then we add 9 outliers to our testing 

data and generate our total testing data set. In the CTG data, we take 75% of the normal data for 

training, and from the rest of 25% we take 50% for validation and the rest of the 50% for testing. 

Then we add 176 outliers to our testing data and generate our total testing data set. 

 

 

 

Data Split Number of data points 
Normal data 326 
Training data 260 

Data for validation 33 

Testing data 33 
Outlier 9 

Total Testing data 42 

Data Split Number of data points 

Normal Data 1655 

Training data 1241 

Data points for Validation 207 

Testing data 207 

Outlier 176 

Total Testing data 383 
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Structure of Hidden Layers 

This section contains a list of the experiments that were conducted on the E. coli dataset and 

the CTG dataset using the proposed methodology presented in Fig. 1, the network Fig. 4 and the 

model structure Fig. 2. For the experiment, we chose α1 = 30, α2 = 1/3 and α3 = 1/14. This 

means first we have increased the dimension of the data 30 times its original dimension and then 

it was decreased until the hidden layer. The data is reconstructed in the output layer by following 

a symmetric approach on the two sides of the hidden layer. For outlier detection, the threshold 

value is determined by Eq. (3-4). 

 

Evaluation Metrics 

In our data sets, we labeled our data as normal data and outlier data. To evaluate our model’s 

performances, we generate true positives (TP), where the model correctly predicts the positive 

class. Similarly, we generate true negative (TN), where the model correctly predicted the 

negative class, false positive (FP), where the model incorrectly predicted the positive class 

when the actual class was negative, and false negative (FN), where the model incorrectly 

predicted the negative class when the actual class was positive. These results for our data sets 

have been shown through a confusion matrix. A confusion matrix is a matrix that summarizes 

the performance of a machine learning model on a set of test data, which aims to predict a 

categorical label for each input instance. The confusion matrices for each data set are given in 

the next section along with other numerical measures. 

 

To determine the accuracy of the proposed model five validation indices (VI) accuracy (AC), 

precision (PR), recall (RE), F1-measure and AUC score.  An algorithm having higher values of 

AC, PR, RE, F1 and AUC implies having better performance than others. The VI indices AC, 

PR, RE, F1 and AUC are defined as follows by: 

 

i. Accuracy=(TP+TN)/(TP+TN+FP+FN) 

ii. Precision = TP/ (TP + FP) 

iii. Recall = TP/ (TP + FN) 

iv. F1 = 2(Precision*Recall)/ (Precision + Recall). 

v. The AUC score ranges in value from 0 to 1, where 0 represents the model prediction is 

100% wrong. On the other hand, if the model has AUC score of 1 then it represents 100% 

correct prediction. 

 

4. RESULT AND DISCUSSION 

 

Results from the E. Coli Data 

The model used for Ecoli data is given in Fig. 6. The figure shows that we have used two 

dense layers of sizes 210 and 70 in the encoder part one dense layer of size 5 as a hidden layer 

and two dense layers in the decoder part of sizes same as in the encoder. After training the model 

and performing the validation, we have observed that the model decreases the loss function and 

increases the accuracy. For every epoch, the model’s performance is documented. 
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Figure 6. Model for E. coli 

                          

 
Figure 7. MSE loss for E. coli at each epoch 

 

Graphical representation in Fig. 7 shows that the MSE loss is decreasing for each epoch of the 

training and validation data which indicated the model accuracy as well. 

 

 
Figure 8. Reconstruction Error of E coli test data 
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Figure 9. Confusion matrix of E coli Data 

 

The threshold value for this data determined by Eq. (3-4) is 0.025. From the confusion matrix 

of the E coli data presented in Fig. (9), it can be seen that the model predicts 33 normal data 

among 33 normal data correctly which is our true positive (TP). The model predicts 8 out of 9 

outliers correctly which can be seen from Fig. 8 as well. This number of correctly predicted 

outliers represents the true negative. The model counts one outlier data as normal data which 

is a false positive. On the other hand, it doesn’t count any normal as an outlier which is our false 

negative. That means the recognition rate of normal data is 100%, and the recognition of 

outliers is 88.89%. The Accuracy, Precision, Recall, F1-Score and AUC scores for Ecoli data 

calculated from the confusion matrix are documented in Table 3. 

 

Table 3. Performance of Ecoli Data 

 Table 4. Performance of CTG Data 

 

Results from the CTG Data 

Using the same structure as in the case of Ecoli, the model for CTG data is given in Fig. 10. 

Here at the encoder part, we used 2 dense layers of sizes 630 and 210 respectively. One hidden 

layer of size 14 is chosen in the middle. As mentioned earlier, ReLU activation function is used 

Term Model’s Result 

Accuracy 97.62 

Precision 100.00 

Recall 88.89 

F1 Score 94.12 

AUC Score 94.44 

Term Model’s Result 

Accuracy 93.21 

Precision 93.60 

Recall 91.48 

F1 Score 92.53 

AUC Score 93.08 
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in each of these layers and sigmoid is used in the output layer. 

 

 
Figure 10. Model for CTG    

                                                       

 
Figure 11. MSE loss for CTG at each epoch 

 

Performing the training and validation on CTG data, we observed that the model decreases the 

loss function for this data as well which is also visible in Fig. 11. The reconstruction error of 

the test set of CTG data is shown in Fig. 12. The figure shows the outliers obtained by 

comparing the outlier score of the data points with the threshold value. 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. CTG test data reconstruction erro 
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Figure 13. Confusion Matrix of CTG Data 

 

However, the model predicted 15 outliers as normal data which represents false positives and it 

predicted 11 normal data as outliers which is a false negative. These results are summarized 

using the four validation indices in table 4. 

The performance of the model is compared with that of other state-of-the-art approaches in 

terms of AUC score which is given in the table 5. 

 

Method Ecoli data CTG data 

ERLNN model 94.44 93.08 

RandNet[17] 85.42 92.87 

Hawkins[24] 82.85 92.36 

LOF[19] 39.35 50.63 

HiCS[13] 53.89 92.37 

Spectral[29] 91.81 78.90 

Table 5. Comparison of AUC scores obtained by different methods 

 

Table 5 shows that ERLNN model outperforms each of these methods in terms of AUC score. 

For CTG data Rand Net, performs better than rest of the methods whereas Spectral shows a 

similar performance for Ecoli data. However, though HicS performs poorly for Ecoli data, for 

CTG data it works very well. 

 

5. CONCLUSION 

 

An extended representation learning-based neural network (ERLNN) model is proposed. 

Depending on the datasets that we have used in this work, different architectures of ERLNN 

models are presented. Initially, the dimension was increased 30 times its original and then the 

dimension was reduced in the following layers by a ratio 
1

30
 and then 

1

14
 in the hidden layer. 

To detect the outliers, reconstruction error is calculated using root mean square error from the 

training data and a threshold value is selected using the median and the Inter-Quartile Range 

(IQR) of the outlier scores. Comparing the outlier scores of each of the testing data against a 

threshold value, outliers are detected. Numerical experiments were carried out over several 
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datasets collected from UCI repository. In this article, the results of 2 datasets Ecoli and CTG 

data are included. The performance is observed using 5 measures, AC, PR, RE, F1, and AUC 

score. We conclude our work by comparing these two models’ performances with several state- 

of-the-art approaches RandNet, Hawkin’s, LOF, HiCS, and Spectral. Numerical results show 

that ERLNN model obtains the best accuracy compared to related studies. Applying the 

proposed approach to different datasets, we observed that the model can be improved by adding 

a structure parameter to efficiently identify the important features. Also error-smoothing 

methods like the Exponentially Weighted Moving Average Method (EWMA), and 

Regularization techniques can be explored for further analysis. 
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